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Main Assumptions

* Hybrid quantum-classical computing infrastructures are interesting scenario for
research use cases and investigation for possible best use of existing, current
guantum hardware

* Quantum communication links cannot span currently over long physical links

* For exisiting Quantum Key Distribution networks, testbeds (such as under
EuroQCl initiative) and infrstrucutres it is impossible to span over long distance
guantum links

* Solutions have been proposed to overcome this limitation in the form of hybrid
solutions where long distance QKD links are “emulated” using classical links

and encrypted using PQC solutions.
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Golas

* Present multiple QPU + CPU +GPU hybrid gantum-classical testbed, integration
and uses cases.

* This hybrid tesbed and infrastructure can be distributed and as proof of
concept the network traffic in the system can be secured by the QKD
technology (QKD + MACSec integration). The setup at SC24 uses ATLANTA and
PSNC locations as end nodes. To interconnect two different Key Managemnt
Systesm for QKD infrastructure PQCS secured link is established that relays and
exchanges QKD keys oer long distance classical communication link
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Hybrid quantum-classical hardware setup

ORCAPT-1 system
PSNC optical layboratory ORCAPT-1 system
PSNC Data Center

4 computing nodes - 2 x Intel Xeon Gold 6454S (32 cores), 2TB RAM, 2 M.2
NVME 480 GB, 5 x SSD SATA Hot-Swap 960 GB
PSNC Data Center

ﬁ, - i g ’
1G ETHUTP Connection E = f 1G ETH Fiber Optic Connection
PSNC Local Network Switch M PSNC Data Center Core Switch

NVIDIA H100 server, Cuda-Quantum virtualized environment
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SC24 venue Hybrid quantum-classical communication demo Poznan,
Atlanta, USA Poland PSNC
1 Encrypted traffic for distributed hybrid Quantum Computing + classical l
PSNC booth use case/algorithm. PSNC Data Center and
oo laboratory
1OOG:v(veitt\évk?rking + 100G networking switch

QKD KMS extension
to relay QKD keys

+ QKD KMS extension to relay
QKD keys (with server)
+ connection to quantum-
classical computing
infrastructure

PQC encrypted QKD
keys exchange



D PIONIER £y

POLISH QUANTUM COMMUNICATION INFRASTRUCTURE

Munich

4) UPM key
nager

OpenQKD testbeds

UPM key

. > manager
Interconn (oA
QKD Link
004 PQC
System Linf
ar
* 014 PQCiis a direct E2E testbed UPM key
manager

interconnection
* PQC Border Node App transport
QKD keys protected with
PQC algorithms
* Experiments
* High throughput of PQC keys
based on 014 PQC
REST API Calls
Iridium link key interchange
Full QKD key transport on
different link types from on
testbed to another
* Distrito-Concepcion-
Meera-Jojen-
[Berlin| Poznan]
Multiple border nodes on
the same network

%redl ke

maarid Concepcion

Nza':‘
TOSHIBA

l v e
= b

(30‘ o UPMkey

manager

Distrito 9

ETSI 004 PQC
order

odefAp|

ETSI 014 PQC
Ground link

upPm

UPM key
manager

a3

P )
manager

& iy
manages

Berlin

Deutsche

Telekom

A‘/

ETSI014 PQC
Ground link

X (D

4

- iridium

ETSI 014 PQC Satellite link

&

QKD and PQC integration

oy

Article

Linking QKD testbeds across Europe
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Abstract: Quantum-key-distribution (QKD) networks are gaining importance and it has become
necessary to analyze the most appropriate methods for their long-distance interconnection. In this
paper, four different methods of interconnecting remote QKD networks are proposed. The methods
are used to link three different QKD testbeds in Europe, located in Berlin, Madrid, and Poznan.
Although long-distance QKD links are only emulated, the used methods can serve as a blueprint
for a secure interconnection of distant QKD networks in the future. Specifically, the presented
approaches combine, in a transparent way, different fiber and satellite physical media, as well as
common standards of key-delivery interfaces. The testbed interconnections are designed to increase

the security by utilizing multipath techni ind multipl QKD and post q
cryptography (PQC) algorithms.
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Thank you for your attention

Questions?
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