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Outline

« The DOE Office of Science’s major research infrastructure

« DOE's Integrated Research Infrastructure (IRI) program

« ESnet’s pivotal role

» High performance networking and R&E networking in the Al era
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The dawn of the Al era.
The dawn of the nuclear era.
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U.S. Department of

More than 34,000 researchers
ENERG I ‘ Office of Science B\ supported at more than 300
: AT7 57 A\ institutions and 17 DOE
A" Y8 national laboratories

Our Mission: Steward 10 of the

17 DOE national

Deliver scientific discoveries laboratories

and major scientific tools to
transform our understanding
of nature and advance the
energy, economic, and
national security of the
United States.

More than 39,500
users of 28 Office of
Science scientific
user facilities

$8.24B
FY 2024 enacted
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The Office of Science User Facilities

FY 2024
28 scientific
user facilities
>39,500 users
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,, S.eptembher 13, 2,02h3° First light of @SC24 see Jana Thayer’s invited talk, [%§
Linac Co erent Light Source Il at “How | learned to stop worrying and
SLAC National Accelerator Laboratory love the data deluge”
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DOE’s Integrated Research Infrastructure (IRI) Vision:

To empower researchers to meld DOE’s world-class research tools, infrastructure, and user facilities seamlessly and
securely in novel ways to radically accelerate discovery and innovation
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Al-enabled insight from
integrating vast data sources

Novel workflows using
multiple user facilities

New modes of | Rapid data analysis and
integrated science steering of experiments
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DOE’s Integrated Research Infrastructure (IRI) Vision:

To empower researchers to meld DOE’s world-class research tools, infrastructure, and user facilities seamlessly and
securely in novel ways to radically accelerate discovery and innovation
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The IRI Vision:
New modes of P o
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Standup of the IRI Program is a DOE FY24-25 Agency Priority Goal

FY 2021 President’s Budget Request
includes Integrated Computation
and Data Infrastructure Initiative

ASCR IRI Task Force launch

FY 2024 PBR advances IRl and the
High Performance Data Facility

HPDF
Selection

SC IRI Blueprint Activity launch

ASCR IRI Task Force report

IRl Blueprint Activity results

IRI Program Developmen{ \

| |
Jan 2020 Jan 2021

| . i
Jan 2022 Jan 2023 Jan 2024

Strategy Implement
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The IRI Architecture Blueprint Activity established a
framework for serious planning

U.S. Department of
ENERGY | Office of Science
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THE DOE OFFICE OF SCIENCE
Integrated Research
Infrastructure
Architecture
Blueprint Activity

FINAL REPORT
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The IRI Blueprint Activity created a framework for IRl implementation

@ENE

Integrated Research
Infrastructure
Architecture
Blueprint Activity

FINAL REPORT

IRl Science Patterns (3)

Time-sensitive pattern has urgency,
requiring real-time or end-to-end
performance with high reliability, e.g., for
timely decision-making, experiment
steering, and virtual proximity.

Data integration-intensive pattern
requires combining and analyzing data
from multiple sources, e.g., sites,
experiments, and/or computational runs.
Long-term campaign pattern requires
sustained access to resources over a long
period to accomplish a well-defined
objective.

Convened over 150 DOE national laboratory experts from all 28 SC
user facilities across 13 national laboratories to consider the

technological, policy, and sociological challenges to implementing IRI.

U.S. Department of

IRI Practice Areas (6)

User experience practice will ensure relentless attention to user
perspectives and needs through requirements gathering, user-
centric (co)-design, continuous feedback, and other means.

Resource co-operations practice is focused on creating new modes
of cooperation, collaboration, co-scheduling, and joint planning
across facilities and DOE programs.

Cybersecurity and federated access practice is focused on
creating novel solutions that enable seamless scientific collaboration

within a secure and trusted IRl ecosystem.

Workflows, interfaces, and automation practice is focused on
creating novel solutions that facilitate the dynamic assembly of
components across facilities into end-to-end IRI pipelines.

Scientific data life cycle practice is focused on ensuring that users
can manage their data and metadata across facilities from inception
to curation, archiving, dissemination, and publication.

Portable/scalable solutions practice is focused on ensuring that
transitions can be made across heterogeneous facilities (portability)
and from smaller to larger resources (scalability).

Energy.gov/science
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I RI P rog ram va I ue p ro pOS itiO ns (authored by the SC IRI Coordination Group)

For the taxpayer, for all of us:
Achieve greater productivity and avoid duplication of effort.

For the researcher:
Achieve transformational reduction in time to insight and complexity.

For program/Rl/institutional leaders:

 Achieve greater effectiveness and efficiency in coordinating efforts;
« Achieve more nimble solutions than would be possible alone;

« Gain leverage with partners who possess like requirements;
 Avoid single points of failure; and

« Gain access to expertise and shared experience.
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IRI Program launch is a DOE FY24-25 Agency Priority Goal.
ASCR is implementing IRl through these four major elements.

Q Invest in IRl foundational infrastructure

Q Stand up the IRl Program governance and FY24 workstreams

(3 Bring IRI projects into formal coordination

0 Deploy an IRl Science Testbed across the ASCR Facilities

These are all connected.
These are each essential.

Energy.gov/science

U.S. Department of
EN- GY | Office of Science



This year DOE conducted a decadal assessment of major facilities.
These are overarching recommendations (direct quotations):

) ENERGY

20 CED SCIENTIFIC
COMPUTING ADVISORY COMMITTEE

FACILITIES SUBCOMMITTEE
RECOMMENDATIONS

Ed Seidel

U.S. Department of
ENERGY | Office of Science

Recommendation 1: Ensure the continued support and development of all five
ASCR computational facilities reviewed—ALCF, OLCF, NERSC, HPDF, and ESnet—as
they are central and essential to all SC science programs and broader national
science and engineering research programs.

Recommendation 2: Science demands integration. We advocate viewing ASCR
facilities not as isolated entities, but as integral components of a single, larger
integrated computational ecosystem (henceforth referred to as Ecosystem), with a
single governance model. ... Further, this integrated ecosystem is required for
programs of other agencies, and industry. Its critical role in bolstering national
scientific and technological capabilities, as well as its status as a model
internationally, cannot be overstated.

Recommendation 3: A comprehensive, coordinated R&D program delivering
multiple prototype computing systems over a five-year timescale must be mounted
to inform pathways for this integrated ecosystem, operational by 2034, due to (a)
rapidly evolving economic and technical landscapes of the semiconductor and
computing industries and (b) changing research practices.

“Recommendation 1 is necessary but not sufficient for success.”

Energy.gov/science



This year DOE conducted a decadal assessment of major facilities.
These are overarching recommendations (direct quotations):

¢ COMMITTEE
SUBCOMMITTEE
RECOMMENDATIONS

U.S. Department of
EN- GY | Office of Science

Recommendation 1: Ensure the continued support and develo ne
ASCR computational facilities reviewed—ALCF, OLCF, NEE

they are central and essential to all SC science s
science and engineering research prog

computing i 8s and (b) changmg research practices.

“Recommendation 1 is necessary but not sufficient for success.”
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ASCR High Performance Computing Upgrade Projects Timelines

OLCF

Frontier Operations

Discovery (OLCF-6) Operations

B ALCF

Argonne 4

Aurora Operations

Helios (ALCF-4) Operations

o o RNERL NERSC
z B); AT \?ti
Perlmutter Operations PerImutter Extended
N10 Pilot Early Access System N10 Operations
CY 2024 CY 2025 CY 2026 CY 2027 CY 2028 CY 2029 CY 2030 CY 2031 CY 2032 CY 2033

ENU::M?”GY | Office of Science A ey gOV/SCie nee



WANDID N s
3
\\\§§§§§ -~



High Performance Data Facility Project start-up

Oct. 15, 2023: Selection announcement

Nov. 13, 2023: Breaking ground meeting at SC23

Feb. 13, 2024: Project kick-off meeting

Mar. 5-6, 2024: Benchmarking meeting at LBNL

April, 2024: Integrated Project Team meetings start

May, 2024: FY 2024 appropriations: $8.0M

July, 2024: IRI/HPDF Coordination Kick-off Meeting (100+ attendees)

¥ U.S. DEPARTMENT OF Ofﬁce of

/ENERGY | science Energy.gov/science




==~ High Performance Data Facility

Flexible & Full Life Cycle Coverage

Management — A dynamic and scalable

for scientific data .
reprocessed data using

standard APlIs

data management infrastructure Science E

integrated with the DOE computing \ e bt E

eCOSyStem _ r Acquire and Prepare

Capture — DynamicaHy allocatable data IF)l.‘lﬁlllf::IIIISFl:\lR principles m \ Ionbgseesrtvs:igirai:\;r:jtaland
ESnet

storage and edge computing at the point
of generation

Tiered

Preserve storage Transfer
. . . Long-term data Move and manage data
Staging — Dynamic placement of data in curation and archival and dynamic data

reduction, analysis, and processing

proximity to appropriate computing for l\ I | streams

Compute

Clean and Process

Archiving — Extreme-scale distributed Scalable scientific and
.o . . Al/ML workflows
archiving and cataloging of data with FAIR
principles — findability, accessibility, Data science requires curated and annotated data that
interoperability, and reusability adheres to FAIR principles, and data reuse will be an HPDF

metric. Office of Scientific and Technical Information services

Processing — Resources for workflow and . . .
will complement HPDF to provide full life cycle coverage.

automation for processing and analyses
of data at scale
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ESnet by the numbers
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EvolutiWnet over the past 30+ year“

( ™ G [ ESnet6 \

ESnet2 ESnetd4 [2022 - TBD]

[1994 - 2000] [2006 - 2011] Developing comprehensive
Adopting emerging Deploying purpose network automation and
technologies built architectures visibility capabilities
* ATM * Science Data e Greenfield Build
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ESnetl » Video Conf * ScienceDMZ o High-Todch )
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Building an open
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standards network
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Exponential traffic growth across 3 decades

2000
2023 Traffic = 1.7 Exabytes

1500 ) )
Transatlantic capacity

contracted: 1,500 Gbps

1000 : .
First Transatlantic

wavelength at 100Gbps

|

1990 2000 2005 2010 2015 2020 2025

PB
COVID

500

YEAR
33



ESnet traffic analysis:

. % 5; Chord diagram showing
% I ESnet’s top DOE data
%ﬁ 9@ %% source/destination traffic pairs
e o gre e efje, o 3:%% % % 2
significance of major facilitie

- User facilities, especially the ASCR HPC

centers, are significant data providers and
consumers

Combined ASCR facilities (ESnet

+ Computing) are central to SC's data-
Intensive science

- DOE Labs and Facilities already use ESnet
for connectivity and data exchange

IRI plans to make these interactions
consistent, intuitive, and broad.

U.S. Department of
ENERGY | Office of Science
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Slide credit: Inder Monga and Chin Guok, ESnet

Networks need to be global team player

ESnet is an integral part of many ecosystems, not just DOE/federal ones.
ESnet contributes to, bridges, and leads in multiple research communities.*
Other Research and Education networks play similar roles in their communities

Global Research & Oficoieceral Network Research
Research Networks & NSF Communities
_‘FABRIC
DQ m QQMUAQ Department of Energy =
GEANT ~ EPOC

Networks - Services - People

Office of Science
Global Science

Collaborations

S

)
VERA C.RUBIN

OOOOOOOOOOO

e WLCG

‘ ES n et 0’ Worldwide LHC Computing Grid

U.S. Department of : i *fepfesenfaﬂl/e /Ogos
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Slide credit: Inder Monga and Chin Guok, ESnet

Changing the current balance of the user facilities -
Increasing need for specialized computing

Different computing resources (e.g., HPCs, Cloud, local

compute, etc) can offer unique capabilities to help the

scientists achieve results more efficiently.

Deep Underground Neutrino Experiment (DUNE)

. Measure neutrino oscillations by studying neutrinos that will be sent from
Fermilab to the DUNE detectors at the Sanford Underground Neutrino
Facility.

. In the HL-LHC Data Challenge 2021, compute at FNAL was used for
normal processing, but inference model training was done using GPUs in
Google Cloud.

- Flexibility to select the right (combination of) compute will be
essential in optimizing the efficiency and effectiveness of the
workflow.

U.S. Department of
EN- GY | Office of Science

Fermi National

1% module:

Simila VD
underground at ™ FHT . Facility
SURF Py o @Y R

oooooo
eeeeeeeeeeeeeeeeeeee

nodule | Neutrino Experiment

Fermilab

Facilit,

Incoming beam:

Energy.gov/science



Slide credit: Inder Monga and Chin Guok, ESnet

Changing the current balance of the user facilities -
Supporting complex multi-modal science workflows

The need for observational, simulation, and experimental data to

be collected, transformed, and combined for scientific analysis.

DIlI-D Magnetic Fusion Tokamak

. Magnetic confinement fusion using a toroidal solenoid to confine high-
temperature plasmas.

- Integrated Data Analysis (IDA) combines all diagnostics from the tokamak,
yielding smaller uncertainties in the density function, resulting in better
control of the magnetic confinement.

- IDA output can be used to build both experiment analysis and
simulation databases, coupled with ML to develop models for
magnetic confinement for future tokamaks (e.g., ITER).

ENUS::“?”GY | Office of Science A By gOV/SCi enee



Slide credit: Inder Monga and Chin Guok, ESnet

Changing the current balance of the user facilities -

Optimizing the user facilities

Supporting real-time fast feedback while the experiment is

running increases the probability of successful research and

shortens the time to results.

Linac Coherent Light Source (LCLS)

. Ultrafast X-ray pulses from LCLS are used like flashes from a high-speed strobe
light, producing stop-action movies of atoms and molecules.

. Both data processing and scientific interpretation demand intensive
computational analysis.

- Leveraging HPC resources for real-time calibration to verify proper
alignment is critical, misalignments would result in a wasted experiment.

Bl AMO: Atomic, Molecular and Optical Science
M SXR: Soft X-ray Research
l XPP: X-ray Pump Probe
Bl XCS: X-ray Correlation Spectroscopy
B MFX: Macromolecular Femtosecond Crystallography
l CXI: Coherent X-ray Imaging

MEC: Matter in Extreme Conditions

Energy.gov/science

U.S. Department of
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Slide credit: Inder Monga and Chin Guok, ESnet

Building capabilities to support IRl touches many ESnet areas

Predictable (end-to-end)

network services

o X
e OSCARS guaranteed b/w

dynamic provisioning
e Operational measurement &

High bandwidth and rich

connectivity

[ )4

ESnet6 capacity deployment
Transatlantic spectrum
ESnet Cloud Connect for
Virtual Private Clouds (VPC)

Application/network “Friction-free” data

interaction movement

[ X - X
e SENSE multi-domain resource - e ScienceDMZ data transfer
orchestration : optimization architecture

e OpenAPIl & OpenTelemetry e Petascale DTN for HPC
oriented data transfers

performance monitoring

Network computational Multi-modal network Programming constructs Common access framework

storage connectivity

X SN X :
e CBRS pilot field deployment @ e SURF's Workflow Orchestrator
e EJFAT FPGA based real-time (EESA) Mt. Crested Butte, Co e SENSE and NSI network

DSP processing for edge interdomain APIs :
compute e JANUS container management

Resource allocation policies | Development and testing

s X
o Federated Identity and Access

Control Management

S X
e DTNaaS in-network caching

g environments
o - X [ X - X
e ESnet does not have an . e ESnet Testbed Next-Gen . e GRETA network integration - e DOE program requirements
allocation policy, but thismay @ e FABRIC (NSF) Testbed - o EJFAT ESnet JLab FPGA | reviews
change to support IRI (e.g., -« ROVER network orchestration Accelerated Transport o ESnet ConFAB

time sensitive workflows) testing environment

Indicators show ESnet’s current experience or implementation status in the area.
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Slide credit: Inder Monga and Chin Guok, ESnet

Network Application Service Composability: Integration of data management
software with network APIs enabling applications to request network outcomes

XRootD XRootD

:Caltech
For non-priority Rucio request, Rucio will contact the For priority Rucio request, Rucio will contact the DMM
Data Movement Manager (DMM) and receive endpoints for endpoints associated with the (pink) guaranteed
that use the (red) path for best-effort data movement. bandwidth path. The DMM would concurrently request a

bandwidth allocation from SENSE to set up the

. guaranteed bandwidth path. SENSE will instruct both the
SENSE prOV|deS end-to-end (network) SiteRm and NetRM to implement specific routing and

orchestration functions for IRl Time- QoS, facilitating an end-to-end guaranteed bandwidth
ors data movement.
Sensitive Pattern workflows
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ESnet’s early work with in-network storage and computing demonstrates
that science data caching improves data accessibility

- Pilot installations in 5 locations: currently supporting LHC ATLAS/CMS, DUNE, and LIGO
datasets

« Leveraging Open Science Grid caching solution with ESnet’s DTN-as-a-service virtualization
software stack

- Early studies show lower latency of access for scientists and the reduced traffic on network
backbone — a win-win result

0.6 - Cache misses

Proportion

N N
nie n’s YV L LV -1 - - > D7 D7 > > D" -4
,Lg‘l qpq’ rLQq‘ qpq’ qpq’ qu’ qpq’ qpq’ rLQq’ qpq' qpq’ qpq’ Q,Qq’ qS)q' qpq’ 20
Date
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A strong spirit of co-design of the Ecosystem is starting to thrive under IRI
Example: Detector-to-Compute, Real-Time Streaming Prototype EJFAT

Three facilities, NERSC , ORNL
and FABRIC, combine their
compute resources to process a
single real-time stream (IRI).

Raw physics data streamed from JLAB to NERSC at
100Gbps in real time,

with no buffering or temporal storage,
with no data loss or latency-related problems.

e = | | cLAS12DAQ Streams

7N ' { =% ( JLkb
NE H t e
H'ALBO ® Lay ] | Yy ==
P : )| 2 e o =
EJFAT e ]l :
" @ESnet =S 5> ol
Load Balancer ‘ ) o o . '
-’ ENERGY SCIENCESNETWORK  AMES o ;
LBN gnicagd
NAL cea 3 v =
Nesg : NREL F D L -
Bay olaeciy Q  NGA-SW KCNSC v
St 04’8.3{ o LlLng \Washing!® 1 O“\\E\‘ .00 = I}
¢ OSNLe Denver ® eg
sa”Jose ! : ® ansas City - )\_b\B J?’tf on Lab ( OR NL ’
Las y,
ega, = ° LANL o
GA LANL-nygg
Los Ang reg'\ o ONN Kensc. 9 Albuguerg
San pigg s o

uquerque . T 1 K 1
0 nooye /
o8 SNLA CEBAF
Joattas ° Large Acceptance JLab
oF! Paso PANTEX Spectrometer a
o
\0

Computed Particle Paths
FABRIC

Argonne Photon Source (APS), Advanced Light Source (ALS), Facility for Rare Isotope Beams (FRIB) in active development to trial this approach

U.S. Department of

EN- GY | Office of Science
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EJFAT design
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Slide credit: Inder Monga and Chin Guok, ESnet

Al will be the next big driver of data

ESnet has seen exponential growth for the In recent years, some hyperscalers are
last 3 decades, but Al data has not been a seeing Al data overtake non-Al data on the
growth factor (so far). backbone.
— GROWTH OF AI-DRIVEN
.V\ ESnet TRAFFIC ON OUR BACKBONE

A

S

ENERGY SCIENCES NETWORK /
1500
== Al == non-Al

1000

PB

500

30% YoY Growth

1990 2000 2005 2010 2015 2020 2025
Networking @Scale 2024, Al Impact on the Backbone

YEAR
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Networks are more than moving data.
HPC centers are more than compute engines.

Experiments are more than data sources.

ENU::“?”GY | Office of Science A ey gOV/SCie nee



Questions for you, the INDIS audience:

What opportunities do you see for network innovation to
support research in the Al era?

What would you create?

What would you change?
Visit
https://iri.science
for SC24 demos, talks, office hours
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