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Cyber security program

e Research goal 1s to obtain the knowledge to create
ICT systems that:
— model their state (situation)

— discover by observations and reasoning if and how an
attack 1s developing and calculate the associated risks

— have the knowledge to calculate the effect of counter
measures on states and their risks

— choose and execute one.

In short, a we research the concept of networked computer
infrastructures exhibiting SAR: Security Autonomous

Response. —_—
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SARNET

Security Autonomous Response
with programmable NETworks

Cyber Security program
Pl. CdL

Co-Pi's: RM, LG, RW

« 400 + 285 + 300 kEuro:
« 2PhD’'sand 1PD

* Prog & Eng manpower

Network virtualizations and SDN

Reasoning

Risk evaluation
Trust groups % - m @

delaat.net/sarnet

Execute response & adaptation



Context & Goal

Security Autonomous Response NETwork Research

Strategic Level

Tactical Level |

Operational
Level

, Ameneh Deljoo (PhD):

SARNET Alliance Why create SARNET Alliances?
Model autonomous SARNET
behaviors to identify risk and benefits
for SARNET stakeholders

Stojan Trajanovski (PD):
. Determine best defense scenario
. against cyberattacks deploying

I
1

security state and KPI information (2).
' Ralph Koning (PhD)

+ 1. Design functionalities needed to
. operate a SARNET using SDN/NFV
 2: deliver security state and KPI

/" information (e.g cost)
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Timeline
o 1thyear
— Make infrastructure programmable (SD)
— Observe and measure
— Model organisations & relationships
o 20dyear
— Multi domain
— Countermeasure patterns
— Assign value, cost assessment
o 3thyear
— Autonomous response across domains
— Reasoning
— Visualisation

— Performance



[.ine of research

1997: Need for authorization framework for
combination of resources across domains

1998: AAA-ARCHitecture research in IRTF
2000: RFC 2903-2906, 3334

2005: open versus not so open exchanges

2006: start of trust research (also in rfc 2904)
2012: I2-spring session presenting line of research
2014: PhD defense of research plus publication

2015: SARNET organizing trust across domains
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The GLIF - LightPaths around the World

F Dijkstra, J van der Ham, P Grosso, C de Laat, “A path finding implementation for multi-layer networks”,
Future Generation Computer Systems 25 (2), 142-146.
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GLIF Map 2011: Global Lambda Integrated Facility  Visualization by Robert Patterson, NCSA, University of lllinois at Urbana-Champaign  Data Compilation by Maxine D. Brown, University of lllinois at Chicago  Texture Retouch by Jeff Carpenter, NCSA  Earth Texture, visibleearth.nasa.gov ~ www.glif.i




Amsterdam is a major hub in The GLIF

F Dijkstra, J van der Ham, P Grosso, C de Laat, “A path finding implementation for multi-layer networks”,
Future Generation Computer Systems 25 (2), 142-146.
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ExoGen1 @ OpenLab - UvA

Installed and up June 3th 2013
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CENI, International extension to University of Amsterdam
Research Triangle Project. Operation Spring of 2015

: Amsterdam «
X SN University -

iCAIR
(Chicago)

National Science Foundations ExoGENI racks, installed at UvA (Amsterdam), Northwestern University
(Chicago) and Ciena’s labs (Ottawa), are connected via a high performance 100G research network and
trans-Atlantic network facilities using the Ciena 8700 Packetwave platform. This equipment configuration is
used to create a computational and storage test bed used in collaborative demonstrations.




Ciena’s CENI topology
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PRP @ Amsterdam

e Fiona box vO 40 Gb/s at UvA for long rtt experimentation
* Decoupling hosts from rtt via proxy

e Terabyte email service ©

CIENA 8700
40 + 100Gb’s



John Graham’s Network Results Moving
the CineGrid Exchange 30TB

from San Diego to Amsterdam.

10.19.21.50 - 10.19.21.50 - 10.19.21.51 - 10.19.21.51
Capacity: Unknown MTU: Unknown Capacity: Unknown MTU: Unknown
Zoom: 1d 3d 1w 1m 1y
Previous 1w Fri Aug 28 20:25:26 2015 -- Fri Sep 4 20:25:26 2015
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Most probably limited by collections of small files




UCSD< -- > UvA

lperf3 mem to mem : 32 Gbps

Animations Folder Transfer
instantanious - average

Limited by many 25 Mbyte 4k frame files, file system, ZFS, sata interfaces, etc.



Basic operating system loop

Chrome File Edit View History Bookmarks Window . Heélp by '8 &P 0:19) do 26 jul. 03:10 MR QA.

8no localhost4567 fvi/7
€ c localhost: 4567 /vi/7 a,
* netapps (provider, zone) |= I

* connections

RwocuspONeRLS L5, M| i
I (edgu, =, i, r, v u VertexbDegree[n], vl = VertexList[a]), If[Length[s] <= 1, Return([{}]];

Modc: Bgthis] > 1,

info fake[=, 21;

info edge mtorsaction eec;

draw engeh(i} >0, Deletelc, Positionfs, 1[[1]111], r=<l])

delete node L -]i.tap{t‘irnt')‘-np(Sort[w'-[(Pcntion['l, s21E13111) < vi[Position[vl, «2]1{[2]1]1]] &) &,
delete edge geQ[o, Undirectedsdge [edge[[2]], edou[[2]1]11],

Last result: | ® Map [Last, Map|Sort s, w[[Position[vi, #] L[[1]1]]] < v[[Position[vl, 2] [[1]]1]] &] &,
getting links 111

new petapp

Zone:

eu-west-1a: (< eu-west-1b: = eu-west-1¢c:  ghl-a:
gbl-b:  us-east-la: us-east-1b:  us-east-lc:  us-
east-1d: | us-west-2a: | us-west-2b: us-west-2¢:
us-west-1a: _us-west-1c: | _sa-east-1a: _sa-east-1b:

a tod by
= VertexLista]},

po-nontl[:: ] := Module[{v =
[Bicomponontu([=],
notion| (=}, Total[v[[Position[vl, #][[1]1]]] &/@x]][#i

mponoots

tu of c o
VertexbDegreefa], vl

{Punceton[(x), Total[+[[Pomitton[vi, #1{[1]]1]] & /@ =]][=2] 1}]
ap-northeast-1a:  ap-vortheast-1b: * ap-southeast-1a:
ap-southeast-1b: ArticulationVertices: ruwag
to a
Use canvas to change configuration R LCtots of Sailuxa . : ’
AxticulationVertices([s ] := CroateLinkReal [C tTwol S @0 MyBicomp ts[=2]]

}
B ] := GraphPlot [#, VertexLabeling -+ True, DirectedBdgos -» False] & /@hist

Create generator

« number of vims
« preferential atachment algorithm (take into account

geoip)
b
1 PP T ‘ﬁ 1] X ¥ 1!
127.0.0. 1 - - [2 in[2):. Position({(a, Start the dynamics, such that fated gruph will trigger the function call and display the graph when the network changes.
get links: {"vid" Az= ((1, 3}, (2, 134
. " " z {168 Dynamic[ResolveArticulationVertices [network] ]
links: ["13135", ; f :
127 0 0 1 [26 Dynamic[MyPlot [network] ]
local request: lo Find ail positions at it
add link: {:src=x [1):~ Position[(l+x i (RdgeQ(%, 1 — 2], Bdgo@(h, 2 — 1), Bdg - 3 , L v ] -
args: [“rudolf@st : 1, 23, (33, (4 True, Truo, Faloe
enqueue: queueine
Find only those dow| Test directos edges: I 2 ’ 2 3 2
Delete All Méssaces S s
= - U b Tk — 1 CycleGraph (7, DirectedEdges -+ True, \
creaving: (13175 I3T27 BAanStwln + Arrowhonds [Madium] . Rdal
13125, 13127} notwork = Graph[{l <-> 2, 2<¢-> 3, 3<->1,3<->4,4<->5,5<->6)];

13125, 13124 GraphPlot [natwork, VertexLabeling -+ Truec, DiroctediEdges -+ Falso]



Pacific Research Platform: A Regional Science DMZ

Berkeley

PRP Partners include:
Univ. of Hawaii System
Montana State Univ.
Northwestern Univ.
NCAR
MREN
StarLight
uliC
Chameleon
UVA
AARNet
KITSI/KREONet
Univ Tokyo
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PRP

Work together because of synergy in 1ideas and research.
Promoting science-DMZ. at GLIF, Europe, Netherlands
UvVA 1s writing a Campus CI plan + setting up DMZ

SCinet efforts 1 6

— PRP @ SC16
— ScienceDMZ challenge Sat Lk R ers

— SC17 “multiscale Networking; from chip to global”
Connect KLM via 100 Gb/s to NetherLight & UvA & PRP

KLM wants to connect to Boeing & GE for trusted remote

modeling of flight data




e http://delaat.net/sarnet

e (Contact us:

delaat@uva.nl

l.eommans@uva.nl

rwilson@ciena.com

Robert.meljer@tno.nl

T.M.vanEngers@uva.nl

More Info



9.

Panel

In ~15 year almost all security events detected at a data center will autonomously be handled by
computer systems, without human intervention. We will see unmanned Security Operation Centers

(SOC’s).
The unpredictability of cyber attacks and the 'business model' of the attackers make that we will never
succeed in building a safe enough infrastructure that will replace current in-house computer center.

Trust in virtualized computer center is the key element for adoption, therefore service providers
should be able to demonstrate that their infrastructure is safe, robust and that meeting their clients
interests are their top priority.

Can Enterprises datacenters - that invest in knowledge and equipment - contribute value to a
cybersecurity alliance?

Can a large Enterprise rely on a single cybersecurity service provider?

Virtualisation of computer center can only become successful if service providers are able to set up
independent legal services that can create the trust required by their clients and if they organize
adequate conflict resolution and financial compensation mechanisms.

The more networked our infrastructure will become the less predictable will its behavior will be.

Private computer center will be outdated within the next 5 years, as most companies running them
lack economy of scale to exploit them economically and they don't give companies a competetive
advantage.

Waarom gebeurde het voorheen niet en waarom nu wel?

10. Moeten we wel een SARNET? Moeten we zo'n investering wel doen?



Panel

. In ~15 year almost all security events detected at a data center will
autonomously be handled by computer systems, without human
intervention. We will see unmanned Security Operation Centers

(SOC’s).

. The unpredictability of cyber attacks and the 'business model' of the
attackers make that we will never succeed in building a safe enough
infrastructure that will replace current in-house computer center.

. Trust 1n virtualized computer center 1s the key element for adoption,
therefore service providers should be able to demonstrate that their
infrastructure is safe, robust and that meeting their clients interests
are their top priority.

. Can Enterprises datacenters - that invest in knowledge and equipment
- contribute value to a cybersecurity alliance?

. Can a large Enterprise rely on a single cybersecurity service
provider?



6.

10.

Panel

Virtualisation of computer center can only become successful if
service providers are able to set up independent legal services that
can create the trust required by their clients and if they organize
adequate conflict resolution and financial compensation
mechanisms.

The more networked our infrastructure will become the less
predictable will 1ts behavior will be.

Private computer center will be outdated within the next 5 years, as
most companies running them lack economy of scale to exploit
them economically and they don't give companies a competetive
advantage.

Waarom gebeurde het voorheen niet en waarom nu wel?

Moeten we wel een SARNET? Moeten we zo'n investering wel
doen?



