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OFCnet Research Network Connectivity

• OFCnet provides 2x 400GE circuits between the show floor and remote 
research network locations
• San Diego Supercomputer Center – La Jolla UCSD Campus
• StarLight – Chicago Northwestern Campus

• A significant undertaking, but we have some experience in doing this.
• Generous loans of dark fiber, spectrum, and equipment from Lumen, 

ESnet, CENIC, Cisco, Ciena, Huber-Suhner, EXFO, and Viavi helped to 
make this a reality.





Panel Discussion

• Four members of organizations within the R&E community that are 
running demonstrations on the OFCnet network.

• First three will discuss aspects of their demonstration.
• Final presenter will discuss the future of R&E involvement in OFCnet.
• Questions at the end of the panel presentations.
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Instruments: Exebytes Of Data

KSTAR Korea Superconducting Tokamak

High Luminosity LHC

Bioinformatics/Genomics

SKA Australia Telescope Facility Vera Rubin Observatory

Next Gen Advanced Photon Source

Innovative IT Architecture, Services, Technologies



High Performance E2E WAN Optical Transport of High-
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StarLight Configuration with OFCnet Fiber Loopback
Test Result 1

9300 km loop

~ 46 ms RTT

2x Unidirectional
200G Flows

~ 380G+ 



StarLight Configuration with OFCnet Fiber Loopback
Test Result 2

9300 km loop

~ 46 ms RTT

4x Unidirectional
200G Flows

~ 300G+ Each
Direction 
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ESnet Background

• ESnet is a special-purpose mission network, funded by the US Congress 
to support scientific goals of the Department of Energy.  

• We see networking as a means to an end:  scientific productivity.

• We aim to create a world in which discovery is unconstrained by 
geography.



This is not an ISP.



It’s a DOE user facility designed to overcome the 
constraints of geography.

We do this by offering unique capabilities, and optimizing the facility 
for data acquisition, data placement, data sharing, data mobility.



Picture worth 1,000 words

Goal is to present data in ways that allows us 
to visualize and contextualize related 
measurements together

Not This This



Powering external websites

my.es.net Portal

Live ESnet6 Unveiling Demo

Data Challenges



Extensible / Open Architecture 
NSF NetSAGE project derived Approach

➔ Integrate where we can, innovate where it makes 
a difference.
◆ metadata and viz

➔ Loose coupling to avoid lock in

Authenticated access methods for many 
user groups.
Dashboards, Indexed APIs and “Raw”

➔ Grafana user editable dashboards
➔ Elasticsearch Query API access
➔ Kafka feeds
➔ RBAC with 2 Factor

Network Measurement and Analysis for ESnet

Multi Datasource
Low and High Cardinality

➔ Network Traffic Flows
➔ Interface Usage
➔ Optical Line System Performance
➔ perfSONAR 
➔ High Touch measurements
➔ LHC Firefly measurements

Flexible aggregation
Variable time buckets and dimension reduction

➔ Summarize in time
◆ Hourly summary

➔ Summarize by dimension
◆ All NERSC traffic

➔ Variable retention
◆ hourly data for a year
◆ 30 sec data for 90 days



Introducing High Touch - Line rate packet telemetry with FPGAs

Router

High Touch Servers

FPGA (AMD Xilinx 
Alveo U280)

See our live OFCnet demo in booth #6109 to learn more or ask questions!



High Touch provides very fine-grained visibility into individual flows

See our live OFCnet demo in booth #6109 to learn more or ask questions!
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National Research Platform
an Open National Cyberinfrastructure

Thomas Hutton
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1.0
NATIONAL RESEARCH



NRP integrates hardware in USA, EU, and Asia

Hardware on NRP is Global

NATIONAL RESEARCH





HTCondor/OSG

NRP operates at all layers of the stack, from IPMI up

• IPMI reduces TCO and lower threshold to entry
• Kubernetes allows service deployments

• Also the natural layer for application container deployment
• Admiralty allows K8S federation with folks who want control

• Including cloud integration to access TPUs & other cloud only architectures
• HTCondor allows NRP to show up as a “site” in OSG

NRP Cyberinfrastructure Stack

Hardware
IPMI, Firmware, BIOS

Kubernetes

The layer you integrate at depends on
• Control you want
• Effort you can afford

AdmiraltySLURM NRP is both Vertically and Horizontal Scalable



Supporting Nautilus for the next 
decadeNautilus = K8S infrastructure of PRP for the last 5+ years

Nautilus = K8S of NRP for the next 10 years

K8S is the defacto standard these days for devOps service deployments.  

By being K8S native, people can join hardware anywhere in the world into 
Nautilus with extremely low TCO (decentralized bring your own hardware) and 

then use that hardware for global service deployments



Top 15 (Out of ~700) Nautilus Namespace GPU Users (>32 GPU-months)
Oct 1, 2021 to June 30, 2022: A Mix of LHC, IceCube, ML/AI Projects

Group
osg-icecube

Hao Su, UCSD
ucsd-haosulab

Ravi Ramamoorthi, UCSD
ucsd-ravigroup

Group
osg-opportunistic

Xiaolong Wang, UCSD
Image-model

Xiaolong Wang, UCSD
rl-multitask

Frank Wuerthwein, UCSD
cms-ml

Xiaolong Wang, UCSD
rl-self-sup

Pengtao Xie, UCSD
ecepxie

Jeff Krichmar, UCI
carl-uci

Manmohan Chandraker, UCSD
mc-lab

Xiaolong Wang, UCSD
ece3d-vision

Dung Vu, CSUSB
csusb-mpi

Group
jupyter-lab

David Haussler, UCSC
braingeneers

Peak 500 GPUs

NATIONAL RESEARCH





Acknowledgements

This work was partially supported by the NSF grants OAC-1541349, 
OAC-1826967, OAC- 2030508, OAC-1841530, OAC-2005369, OAC-
21121167, CISE-1713149, CISE- 2100237, CISE-2120019, OAC-2112167 



Cees de Laat
University of Amsterdam



OFCnet Birds of a feather: 
Designing and Operating the Next Generation 
Optical Photonic Networks.

Moderators: Cees de Laat, University of Amsterdam
Reza Nejabati, University of Bristol



Time Title Presenter
0:00 Welcome, introduction Cees de Laat
0:10 Introduction to OFCnet Marc Lyonnais, chair OFCnet
0:20 OFC Demozone Marco Ruffini, Ben Puttnam, DemoZone
0:30 Panel introduction Reza Nejabati
0:35 Panel

Andrew Lord BT 
Hübel Hannes AIT 
Richard Murray Orcacomputing
Daniel Kilper TCD 
Inder Monga ESnet
Jörg-Peter Elbers ADVA

Each gets 5 minutes to present, 5 minutes to discuss

1:35 General discussion with audience on outcomes & next steps

2:00 close

Program



Goal for this BOF
In this BOF we propose a workshop series that solicits papers and demonstrators reports on 
all aspects of building networks out of components and using those networks for the whole 
range of commodity to extreme applications. The aim of the workshop series is to bridge 
and expand between the Technical Programs Demo Zone and the newly created OFCnet. 
Furthermore, we will solicit input on possible challenges and awards for demonstrating 
novel new architectures, technologies and implementations.

• a clear direction, scope and format for a workshop series to start in 2024
• identify co-chairs for such workshop
• publication venue
• potential challenges and awards to be formalised in a call for participation for 2024



Outcome of the BOF

• lots of positive remarks and suggestions were voiced regarding the OFCnet exhibit
• several attendees mentioned Hackatons & attention to software
• challenges & awards
• dedicated EXPO sessions
• possibly posters, call for abstracts/short papers
• work on the complementary positioning regarding Demo-Zone

• should we equip networking to the demo zone?
• no major request to start a workshop series at this time



Actions

• create a program committee to:
• define, oversee and judge challenges
• call for short papers

• for expo
• for posters (with demo-zone)

• software oriented team for organizing hackathons

• Any other suggestions?



Questions/Comments


