(0 of 20)

Optical Networking /
Experiences @ iGrid2002

WWW.Sclence.uva.nl/~delaat

Cees de Laat

X
‘ Faculty of Science



(1 of 20)

Optical Networking /
Experiences @ iGrid2002

WWW.ScClence.uva.nl/~delaat

Cees de haat

KU

SURFnet

University gAt; émsterdam

ppppppppp
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Know the user

# of users

C
ADSL GigE  F(t)

A -> Lightweight users, browsing, mailing, home use

B -> Business applications, multicast, streaming, VPN’s, mostly LAN

C -> Special scientific applications, computing, data grids, virtual-presence
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What the user

Total BW

C

ADSL GigE LAN

A -> Need full Internet routing, one to many
B -> Need VPN services on/and full Internet routing, several to several

C -> Need very fat pipes, limited multiple Virtual Organizations, few to few
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So what are the facts

Costs of fat pipes (fibers) are one/third of equipment to
light them up

— Is what Lambda salesmen tell me
Costs of optical equipment 10% of switching 10 % of
full routing equipment for same throughput

— 100 Byte packet @ 10 Gb/s -> 80 ns to look up in 100 Mbyte

routing table (light speed from me to you on the back row!)
Big sciences need fat pipes

Bottom line: create a hybrid architecture which serves

all users in one consistent cost effective way
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Scale 2-20-200




(7 of 20)

The only formula’s

2 (r=2002)
4 00 e
I'tt

Now, as having been a High Energy Physicist we set
c=1

e=1

h=1

and the formula reduces to:

# A

200 % e (r-2002)

rtt
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2 20 200
Metro National/ |World
regional
A Switching/ | Routing ROUTERS
routing
B VPN’s, VPN’s Routing
(G)MPLS | Routing
C dark fiber |Lambda Sub-
| Optical switching |lambdas,
(£-2002)
. 200 e switching ethernet-

It

sdh




(9 of 20)

Current technology + (re)definition

Current (to me) available technology consists of SONET/SDH
switches

Changing very soon!, optical switch on the way!
DWDM+switching coming up

Starlight uses for the time being VLAN’s on Ethernet switches to
connect [exactly two] ports (but also routing)

So redefine a A as:

‘““a A is a pipe where you can inspect packets as they enter and
when they exit, but principally not when in transit. In transit one

only deals with the parameters of the pipe: number, color,
bandwidth”



Architectures - L1 - L3 10 of 20

3

Internet

4
Long haul A ’ |

B\

Internet

Z v
/

R ’

[ J
|

Bring plumbing to the users, not just create sinks in the middle of nowhere
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Application Application <4— High bandwidth app
\ I\\/Iiddleware Middleware
“\‘ “\‘ Transport Transport
\\\ S Switch . .
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— Lower the cost of transport per
packet
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Distributed 1.2
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Transport 1n the corners

# FLOWS
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Early Lambda/LightPath
usage experiences
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Layer - 2 requirements from 3/4

fast L2 slow

WS

fast->slow high RTT

1.2
slow->fast

fast
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WS

TCP 1s bursty due to sliding window protocol and slow start algorithm.

Window = BandWidth * RTT &

fast - slow

BW == slow

Memory-at-bottleneck = ----—---—--- * slow * RTT

fast
So pick from menu:

»Flow control

OUﬁﬁdfﬁ:Sﬁqpiqg

¢RED (Random Ear@ Discard)
OSegc cfocéing in TCP

Oquanwwwﬁy

3
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5000 1 kByte UDP packets
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Self-clocking of TCP
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high RTT
WS fast L2 g L2 fast WS
fast->slow slow->fast
C 111 | | | | 1 1 | |
o - -
14 psec 20 usec 20 usec
0 0 0 0 0 0 0 0 0 0
\_'_l
20 usec
] 0 O 3 | | | | 1 1 | |
\_'_l

20 usec



(19b of 24)

Layer - 2 requirements from 3/4

hich RTT
WS fast L2 g L2 fast WS
fast->slow slow->fast

Window = BandWidth * RTT & BW == slow

fast - slow
Memory-at-bottleneck = *slow * RTT
fast

Given M and f, solve for slow ===>

f *M
QO =s2-f*s + ______
RTT
S1,8, = __ (1 +/-sqrtC1 -4 ________ ) )



Forbidden area, solutions for s when f = 1 Gb/s, M = (.5 Mbyte20 of 25)
AND NOT USING FLOWCONTROL

158 ms = RTT Amsterdam - Vancouver
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Problem Solving Environment

Applications and Supporting Tools

Ielllglatlon Devel ment SupPI EEEEERER

Collective £ ol
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Common
Grid
Services

Global Event
Services

High performance computing and
Processor memory co-allocation

‘Optical Networking
-Researched in other programlines
Imported from-the Globus toolkit

Authorization

Data
Replication

Grid Security Infrastructure (authentication,

proxy, secure transport)

Communication

Grid access (proxy authentication, authorization, initiation)

"eabrie [Corid taskinitiation |

Resource| |[Resource| |Resource Resource
Manager || Manager | | Manager Manager

Local CPUs Monit On-Li Scientifi
Resources onitors n-Line cientific
Storage Instruments

layers of increasing abstraction taxonomy

Resource
Manager
Tertiary
Storage



Starting point
|
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Generic AAA server
Rule based engine

Policy
API
2
Data

4 Application Specific
Module Policy
R
SI 51 Data
4’ Service Accounting ~
VIC® hmdl Metering _

RFC 2903 - 2906 , 3334 , policy draft




(23a of 25)

1 CASC

y
o pmyf

@y

A A A

-

)

—

Multi

¢

=

4P

=




intermezzo

1G11d2002

www.1gr1d2002.org

25 demonstrations

16 countries (at least)

Level3, Tyco, IEEAF Lambda’s

CISCO, Hp equipment sponsoring

Shipping nightmare, debugging literally

~30 Gbit/s International connectivity

Huge networking collaboration

Smelly NOC 1n the 1Grid preparation weekend
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Lessons learned

Most applications could not cope with the network!!!
No bottleneck whatsoever in the network
Many got about 50 - 100 mbit/s singlestream tcp

On Sunday evening my laptop had the highest single stream to Chicago (~ 340
Mbit/s)

NIC’s, Linux implementation and timing problem
Gridftp severely hit
~ 22 papers to be published
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Saie guy spoited iNSan Diego
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Revisiting the truck of tapes

Consider one fiber

*Current technology allows 320 A in one of the frequency bands
*Each A has a bandwidth of 40 Gbit/s
*Transport: 320 * 40%10° / 8 = 1600 GByte/sec
e Take a 10 metric ton truck
*One tape contains 50 Gbyte, weights 100 gr
*Truck contains ( 10000/ 0.1 ) * 50 Gbyte = 5 PByte

e Truck / fiber = 5 PByte / 1600 GByte/sec = 3125 s = one hour

e For distances further away than a truck drives in one hour (50 km)

minus loading and handling 100000 tapes the fiber wins!!!
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